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ABSTRACT 

In this paper, we derive new explicit formula for the matrix derivatives of chebyshev 

polynomial third degree because of this kind of polynomial is an important tool for numerical analysis 

of optimal controlling system. A numerical example is included to demonstrate the validity and 

applicability of the technique. 

 

Keywords:  Chebyshev wavelets, operational matrix of derivative, optimal control problem 

 
1. Introduction: 

 In recent years, the study of ODEs and PDEs has attracted much attention due to an exact 

description of linear and nonlinear phenomena in fluid mechanics, viscoelasticity, biology, physics, 

engineering and other areas of science [3, 9, 14, 16].  Wavelet theory is one of the most important 

tools for the optimal control system of the linear and nonlinear system of equation, wavelet techniques 

is utilized to solving the wide range of physical problems. The interest of this study is more accurate 

than integer-order models, that is, there are more degrees of freedom in the derivative order models 

are involved. Many researchers [1, 5, 6, 10, 15] are stated that the various result in different kind of 

wavelet models ( Haar, Legendre, Galerkin, chebyshev etc.,). As particularly researcher has discussed 

chebyshev polynomial because of this polynomial is most suitable in numerical analysis including 

polynomial approximation, integral and differential equation [2, 7, 8, 11]. The operational matrices of 

the derivatives have been determined for Chebyshev polynomials [7] and Legendre polynomials [4], 

and applied together with tau and pseudo spectral methods to solve some types of PDEs. The 

operational matrix of integration has been determined for several types of orthogonal polynomials, 

such as Chebyshev polynomials of the first kind [12], Legendre polynomials [13]. Recently, Singh et 

al. [17] derived the Bernstein operational matrix of integration. In this paper we derive new explicit 

formula for the matrix derivatives of chebyshev polynomial of third degree because of this kind of 

polynomial is an important application of the numerical analysis of optimal controlling system of the 

matrix derivatives. Integral and differential equation [2, 7, 8, 11] The operational matrices of the 

derivatives have been determined for Chebyshev polynomials [7] and Legendre polynomials [4], and 

applied together with tau and pseudo spectral methods to solve some types of PDEs. The operational 

matrix of integration has been determined for several types of orthogonal polynomials, such as 

Chebyshev polynomials of the first kind [12], Legendre polynomials [13]. Recently, Singh et al. [17] 

derived the Bernstein operational matrix of integration. In this paper we derive new explicit formula 

for the matrix derivatives of chebyshev polynomial of third degree because of this kind of polynomial 

is an important application of the numerical analysis of optimal controlling system of the matrix 

derivatives. 

 

2. Chebyshev Wavelets: Wavelets constitute a family of functions constructed from dilation 

and translation of a single function )(x  called the mother wavelet. When the dilation parameter “a” 

and the translation parameter “b” varies continuously we have the following family of continuous 

wavelets as 0,,,)(
2/1

, 






 



aRba

a

bx
axba  . If the parameters a and b are discrete 

value, where 0,1,, 00000   baanbbaa kk
. The family of the discrete wavelet as follows: 

  Rnknbxaax kk

nk  ,,)( 00

2/

,  , where )(2

, RLnk  . Suppose that, here

120  banda , the family of discrete wavelet forms as an orthonormal basis. 

2.1 Second Degree of Chebyshev Wavelets:  Four arguments are involving this kinds of 

wavelet, the family of wavelet is  xmnkxnk ,,,)(,   , where
 Rkn k ,2....3,2,1 , m – 



IRA-International Journal of Technology & Engineering 

 

 66 

denotes the degree of Chebyshev Polynomial, )1,0[x  The Second Degree of Chebyshev Wavelets 

is defined as :
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, , where  

)(/2)( xTxT mm  , m= 0,1,2…M-1.  Here )(xT m are the second degree of Chebyshev 

polynomials “m”  with respect to the weight function of 
21)( xxw  on the interval [-1 , 1] and 

satisfy the recursive formula: 1)(0 xT , xxT 2)(1  ….. )()(2)( 11 xTxxTxT mmm   , m=1, 2, 3.. 

2.2 Third degree of Chebyshev Wavelets: 

  Four arguments are involving this kinds of wavelet, the family of wavelet is

 xmnkxnk ,,,)( 3
,

3   , where
 Rkn k ,2....3,2,1 , m – denotes the degree of Chebyshev 

Polynomial, )1,0[x . The third Degree of Chebyshev Wavelets is defined as [14] 
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)(xT m are the third degree of Chebyshev polynomials “m”  with respect to the weight function of 
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, 124)( 2

2  xxxT , 1448)( 23

3  xxxxT …… )()(2)( 21 xTxxTxT mmm    

 To obtain the recurrence relation, we have   
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  The eight basis functions when M=3,k=1 are given by: 

For the interval 5.00  x , we obtained the family of the Chebyshev wavelet polynomial is: 

 /23

0,1  , )38(/23

1,1  x , )1)38()38((/2 23

2,1  xx ,  

)1)38()38(2)38((/2 233

3,1  xxx  ------------(3) 

For the interval 15.0  x , we obtained the family of the Chebyshev wavelet polynomial is: 

 /23

0,2  , )78(/23
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3,2  xxx  ------------(4) 

A function f(x) expanded as the interval [0,1)  as follows: 
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Where  )(),( 3

,, xxff mnmn  , The infinite series (5) is truncated and it can be written as: 
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3. Proposed the operational of matrix derivative:   

Consider the third degree of chebyshev wavelet polynomial as follows: 
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Where L denotes the differential operator of x, m-denotes the degree of the chebyshev wavelet 

polynomial. If m is odd then TL becomes 

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Suppose that, if m even then TL becomes

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 In matrix form, the relations (8) are )(xTLT Tm  --------------------------------------------- (9)    

Where TL  is an   (m+1)×(m+1) matrix and )(xT  is the vector of Chebyshev polynomial of the third  

degree chebyshev polynomial is   T

mTTTTxT ],.....,,[)( 210 ------------------(10) 

   The following Lemma is the new relation about the derivative of third degree chebyshev wavelets 

operational matrix. 

3.1 Lemma: The new relation about the first derivative of the third degree chebyshev wavelet is 

)()( 33 xLx s


 ---------(11), where 
3 is the vector space of the chebyshev wavelet in (7) and 

sL


is the ))1()1((2 1  MMk
 operational matrix of third degree Chebyshev wavelets as follows:

)(zDL s 
, where D-denotes the diagonlation of the matrix and z-denotes ))1()1((  MM

matrix and the element (p , s) defined as:      
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   if m is  odd spz ,  becomes 

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   Proof:  

In (2), the family of chebyshev wavelet can be written as   
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 where p= 0,1,2….(2
k
M)+1, m = 0,1,2,…M and n= 0,1,2…..2

k
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From(2), differenciating with respect to x, we get 
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Therefore, from the equation (2) and (13) obtained equation (15): 

),.....(3,2,1)(
))(1(

1)(

32 MpcxL
Mn

Mni

iip  




 ---------------------------- (15), where sci ' are constant 

coefficients and we obtained )1(2),......1(,00)( 12   MMpxL k

p  

Finally equation (14) become zero, because 0)( 2

0 xTL , consequently the first row of the matrix p 

is zero. Using the relation from (8) and (14) leads to equation (12). We obtained the require result. 

4. Numerical Example: Consider the finite time quadratic problem dxyI 
1

0

2
, The exact solution 

of this problem is given by  

  13)( 23

1  xxxxy   and  63  xy  

First, we find the Hamiltonian Equation: yxyH 221

2   , where 
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y
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


0 , From the above equations, we obtain the following  

53 2

2

2

 x
dx

yd

dx

dy  ------- (16) 

 Now y(x) approximated with the third degree of chebyshev wavelets with M=4 and K=1 

 i.e)
3Tcx  , (16) becomes )()()( 33

3 xdxDc TT 


 , where )(3 xd T = 53 2 x ---- (17) 



IRA-International Journal of Technology & Engineering 

 

 69 

But
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From (17), we obtained the system of equation is:   

419.168342 432  ccc , 0734.0984 43  cc ,  0146.06 4 c , 014.08 c  

832.068342 876  ccc ,  190.0984 87  cc   

and  Td 014.0190.0832.00146.00734.0419.1   

The boundary condition of the equation is given by: 

1)0()0( 3  Tcy   and  0)0()1( 3  Tcy                                             

 where  T0000396.1997.0598.0199.0)0(3  ----------------- (18) 

         T199.0199.0199.0199.00000)1(3  ----------------- (19) 

Solving the (18 & 19) we get the values of 
Tc  

 TTc 0006.0003.0728.0750.00006.0010.0021.0305.0   

 

Table: 1 The following table represents the Multiple Level DWT Optimal value (Frequency Status) 

and to analyze the Accurate Approximation Frequency is:   

Frequency 

Range (x) 

Accurate 

Frequency 

Solution 

(y(x)) 

Approximate 

Frequency 

Solution 

(M=4) 

Error Frequency Accurate 

Approximation 

Frequency 

0 1 1 0.000 0.9859 

0.1 0.267 0.218 0.059 o.3776 

0.2 0.27 0.27 0.000 0.3281 

0.3 0.264 0.24 0.020 0.2312 

0.4 0.246 0.246 0.000 0.4081 

0.5 0.218 0.218 0.000 0 

0.6 0.184 0.163 0.021 0 

0.7 0.143 0.142 0.001 0 

0.8 0.098 0.098 0.000 0 

0.9 0.48 0.48 0.000 0 

1 0 0 0.000 0 

0 1

0.0

0.2

0.4

0.6

0.8

1.0

 C1

 B

A

C
1

0.0

0.2

0.4

0.6

0.8

1.0

B
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Fig : (i) Graphical Structure of the Frequency Level of DWT is 

B - denotes the Accurate Frequency,     C1- denotes the Approximation Frequency, 

A-denotes the range of the Frequency level 

 5.  Conclusion:  

 In this paper, our proposed algorithm obtains the numerical wavelet solution for matrix 

derivative of third order linear problems are analyzed and discussed the optimal frequency level for 

chebyshev polynomial. Our Methodology is most helpful to the optimal control system of linear 

equation. In this method we easily to analyze the system optimization level (error & accurate 

frequency). The authors welcome suggestions for the improvement of the paper.             
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